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This study addresses challenges in solving exact boundary controllability problems of quasilinear wave equations with Dirichlet type boundary conditions satisfying some kind of 

Kalman rank conditions. Utilizing techniques such as characteristic method and a specially designed linearization iteration scheme, we developed controls that use fewer boundary 

controls than the classical theory. 

ABSTRACT

CONCLUSION

Through the application of the characteristic method and the exploration of Kalman rank conditions, we have established a new framework for controlling quasilinear wave equations 

under a variety of conditions.
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• In order for clarity of the use of Kalman rank 

condition in linear problems, we consider the 

following simple situation:

ቊ
𝜕𝑡𝑢𝑟 − 𝜕𝑥𝑢𝑟 = 0, 𝑟 = 1,⋯ ,𝑚,

𝜕𝑡𝑢𝑠 + 𝜕𝑥𝑢𝑠 = 0, 𝑠 = 𝑚 + 1,⋯ , 𝑛.

The boundary conditions are

൝
𝑥 = 0 ∶ 𝑢𝑠 = ∑𝑟=1

𝑚 𝑎𝑠𝑟𝑢𝑟 +𝐻𝑠(𝑡), 𝑠 = 𝑚 + 1,⋯ , 𝑛,

𝑥 = 𝐿 ∶ 𝑢𝑟 = ∑𝑠=𝑚+1
𝑛 𝑎𝑟𝑠𝑢𝑠 +𝐻𝑟(𝑡) , 𝑟 = 1,⋯ ,𝑚.

linearization Iteration Scheme: 

• For the quasilinear equations, we start by proving an 

iterative proposition.

For the iteration

𝑈 0 ≡ 0,

𝜕𝑡 ෨𝑉
±(𝑚+1) ± ෤𝑎(𝑚)𝜕𝑥 ෨𝑉

±(𝑚+1) = ∓𝜕𝑥 ෩𝑈
𝑚 𝜕𝑡 ± ෤𝑎 𝑚 𝜕𝑥 ෤𝑎 𝑚 ,

𝑡 = 0: 𝑈 𝑚+1 , 𝑈𝑡
(𝑚+1)

= 𝜑 𝑥 ,𝜓 𝑥 , 𝑥 ∈ 0, 𝐿 ,

𝑥 = 𝐿: ෨𝑉−(𝑚+1) = −෨𝑉+(𝑚+1),

𝑥 = 0: ෨𝑉+(𝑚+1) = 𝐴 ෨𝑉−(𝑚+1) +𝐻(𝑚+1) 𝑡 + 𝑄(𝑚)，

𝑡 = 𝑇: 𝑈 𝑚+1 , 𝑈𝑡
(𝑚+1)

= 𝛷 𝑥 ,𝛹 𝑥 , 𝑥 ∈ 0, 𝐿 ,

one can get uniform 𝐶2 bounds and Cauchy sequence in 

𝐶1

𝑈 𝑚
𝐶2

≤ 𝐶𝜀

𝑈 𝑚 − 𝑈 𝑚−1
𝐶1

≤ 𝐶𝜀𝛼𝑚−1

with additional 𝐶2-equi-continuity by estimates on modulus 

of continuity

𝜔 ȁ𝜂
𝜕2𝑈 𝑚

𝜕𝑡2
+𝜔 ȁ𝜂

𝜕2𝑈 𝑚

𝜕𝑥2
+ 𝜔 ȁ𝜂

𝜕2𝑈 𝑚

𝜕𝑡𝜕𝑥
≤ 𝛺 𝜂 .

• The sequence {𝑈(𝑚)}𝑚=1
∞ is a Cauchy sequence in 𝐶1

space, and thus converges to some 𝐶1 function 

𝑈 uniformly, applying Arzelà–Ascoli theorem, we know 

that there exists a subsequence of {𝑈(𝑚)}𝑚=1
∞ ,which 

converges uniformly in 𝐶2 space. Thus we know that the 

whole original sequence {𝑈(𝑚)}𝑚=1
∞ converges to 𝑈 in 𝐶2

space. Therefore, 𝑈 is 𝐶2 smooth and satisfies the control 

condition.

MAIN STEP 1

Characteristic Formulation

Set

𝐷± 𝑈, 𝑈𝑡 , 𝑈𝑥 = 𝑎𝐼𝑛 ± 𝐷,
෩𝑈 = 𝐷+ 0,0,0 𝑈,

෨𝑉± = 𝜕𝑡 ෩𝑈 ∓ ෤𝑎 ෩𝑈, ෩𝑈𝑡 , ෩𝑈𝑥 𝜕𝑥 ෩𝑈,

where we request 𝐷± are invertible. The original 

equations can be changed into

൞

𝜕𝑡 ෨𝑉
± ± ෤𝑎 ෩𝑈, ෩𝑈𝑡 , ෩𝑈𝑥 𝜕𝑥 ෨𝑉

± = ∓𝜕𝑥 ෩𝑈 𝜕𝑡 ± ෤𝑎𝜕𝑥 ෥𝑎,

𝑥 = 𝐿: ෨𝑉− = −෨𝑉+,

𝑥 = 0: ෨𝑉+ = 𝐴 ෨𝑉− + 2෤𝑎𝐻 𝑡 + 𝑄 ෩𝑈, ෩𝑈𝑡 , ෩𝑈𝑥 .

where 𝑄 ෩𝑈, ෩𝑈𝑡 , ෩𝑈𝑥 is a second order term. Thus

the controllability for the wave equations is 

transformed into the one for a hyperbolic system of 

equations.

Controllability of Wave Systems

Kalman Rank Condition

We define coupling matrix and controlling matrix as

𝐴 = −𝐷− 0,0,0 𝐷+ 0,0,0 −1,

𝐵 =
𝐼𝑝 0

0 0
,

then the Kalman type condition as

Rank 𝐵, 𝐴𝐵,⋯ , 𝐴𝑘−1𝐵 = 𝑛.

We try to utilize this condition to use controls fewer 

than classical results to achieve exact controllability.

Consider the controllability for system of the 

quasilinear wave equations below

𝑈𝑡𝑡 − 𝑎2 𝑈,𝑈𝑡 , 𝑈𝑥 𝑈𝑥𝑥 = 0, 𝑡, 𝑥 ∈ ℝ+ × 0, 𝐿 ,

𝑡 = 0: 𝑈, 𝑈𝑡 = 𝜑 𝑥 ,𝜓 𝑥 , 𝑥 ∈ 0, 𝐿 ,

𝑥 = 𝐿:𝑈 = 0, 𝑡 ∈ ℝ+,
𝑥 = 0:𝑈𝑡 − 𝐷 𝑈,𝑈𝑡 , 𝑈𝑥 𝑈𝑥 = 𝐻 𝑡 , 𝑡 ∈ ℝ+,

𝑡 = 𝑇: 𝑈, 𝑈t = 𝛷 𝑥 ,𝛹 𝑥 , 𝑥 ∈ 0, 𝐿 ,

where

• 𝑈 = 𝑢1, ⋯ , 𝑢𝑛
𝑇 𝑡, 𝑥 ∈ 𝐶2,

• 𝑎 𝑈,𝑈𝑡 , 𝑈𝑥 > 0 is the 𝐶1 uniform wave speed,

• 𝐷 𝑈, 𝑈𝑡 , 𝑈𝑥 = 𝑑𝑖𝑗 𝑈,𝑈𝑡 , 𝑈𝑥
𝑖,𝑗=1

𝑛
is an 𝑛 × 𝑛

matrix with 𝐶1 regularity,

Where 𝐻𝑙 𝑥 = 𝐻𝑟 𝑇 − 𝑥 − 𝑙 − 1 𝐿 , 𝐻𝑠 𝑇 + 𝑥 − 𝑙𝐿
𝑇
.

Denote 𝐴 = (𝑎𝑖𝑗)𝑖,𝑗=1
𝑛 .

• Part of the components of 

𝐻(𝑡) = (ℎ1(𝑡),⋯ , ℎ𝑛 (𝑡))
𝑇 would be chosen as 

boundary controls,

• 𝜙 𝑥 ,𝜓 𝑥
𝐶2 0,𝐿

𝑛
× 𝐶1 0,𝐿

𝑛 ≪ 1，

• 𝛷 𝑥 ,𝛹 𝑥
𝐶2 0,𝐿

𝑛
× 𝐶1 0,𝐿

𝑛 ≪ 1

Characteristic Method:

Figure 1: Characteristic Lines Converge 

to (𝑻, 𝒙)

𝜓(𝑥)

𝑥

𝑡

𝑇

𝑂

𝜓 𝑥 = 𝑢 𝑇, 𝑥

= 𝑢𝑟 𝑇 − 𝐿 + 𝑥 , 𝑢s 𝑇 − 𝑥
𝑇

= 𝐴 𝑢𝑟 𝑇 − 𝑥 − 𝐿 , 𝑢𝑠 𝑇 − 2𝐿 + 𝑥
𝑇
+ 𝐵𝐻1 𝑥

⋯

= 𝐴𝑘𝐵𝐻𝑘+1 𝑥 +⋯+ 𝐴𝐵𝐻2(𝑥) + 𝐵𝐻1(𝑥)

• We can perceive that the coefficient of the 

controls is

𝐵, 𝐴𝐵,⋯ , 𝐴𝑘−1𝐵

Utilizing Kalman rank conditions one can obtain 

that a column of controls can be taken to make the 

system controllable.

• For the following linear equation

ቊ
𝜕𝑡𝑢𝑟 − 𝑎(𝑡, 𝑥)𝜕𝑥𝑢𝑟 = 𝐹𝑟(𝑡, 𝑥), 𝑟 = 1,⋯ ,𝑚,

𝜕𝑡𝑢𝑠 + 𝑎(𝑡, 𝑥)𝜕𝑥𝑢𝑠 = 𝐹𝑠(𝑡, 𝑥), 𝑠 = 𝑚 + 1,⋯ , 𝑛.

The boundary conditions are

൝
𝑥 = 0 ∶ 𝑢𝑠 = ∑𝑟=1

𝑚 𝑎𝑠𝑟𝑢𝑟 + 𝐺𝑠(𝑡) + 𝐻𝑠(𝑡), 𝑠 = 𝑚 + 1,⋯ , 𝑛,

𝑥 = 𝐿 ∶ 𝑢𝑟 = ∑𝑠=𝑚+1
𝑛 𝑎𝑟𝑠𝑢𝑠 + 𝐺𝑟(𝑡) + 𝐻𝑟(𝑡), 𝑟 = 1,⋯ ,𝑚.

We can also obtain the controllability with similar 

process. Based on the procedure of calculation it 

can be obtained that the controls of the equations 

above satisfies the following paradigm estimate:

𝐻 𝐶1 ≤ 𝐶𝐴𝐶𝑘( 𝜑 𝐶1 + 𝜓 𝐶1 + 𝐺 𝐶1 + 𝐹 𝐶1)

MAIN STEP 2

• We can obtain the following equation when 𝜑

= 0 with characteristic method
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