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Deep learning is no longer a black-box



Unimaginable achievements of AI



Image recognition

Krizhevsky, et al, 2012
https://www.linkedin.com/pulse/must-read-path-

breaking-papers-image-classification-muktabh-mayank



Go playing

Silver, et al, 2017



Go playing

Silver, et al, 2017



Protein structure prediction

https://deepmind.com/blog/article/alphafold-a-solution-to-a-50-year-old-grand-challenge-in-biology



Protein structure prediction

Jumper et al., 2021



Image&video generation

https://www.midjourney.com/ https://openai.com/index/sora/



Diffusion model

https://bootcamp.uxdesign.cc/how-stable-diffusion-works-explained-for-non-technical-people-be6aa674fa1d



Large language model—milestone towards AGI

https://openai.com/

Turing test?

https://cshub.in/what-is-turing-test/



Input: 𝒙𝟏, ⋯ ,𝒙𝒕 ChatGPT
Output: 𝑷(𝒙𝒕+𝟏 |𝒙𝟏, ⋯ ,𝒙𝒕)

ChatGPT

Test

Training

Next token prediction



The engine of AI: deep learning

Common Models:
Linear models: polynomial models, random feature models, ⋯
Neural networks: fully-connected, convolutional, ResNet, Transformer, ⋯

Common loss function:
Mean-squared error (l2) loss: 𝑙 𝑦,𝑦′ = 𝑦−𝑦′ 2

2,
Cross entropy, Hinge loss, …

Common training algorithm:
Gradient decent (GD): 𝜃𝑡+1 = 𝜃𝑡−𝜂∇𝑅𝑆(𝜃𝑡),
Stochastic gradient descent (SGD), Adam, …

Empirical risk: 𝑅𝑆 𝜽 = 1
𝑛
∑𝑛

𝑖=1 𝑙(𝑓 𝒙 𝒊,𝜽 ,𝒚 𝑖)
Model: 𝑓 𝒙,𝜽
Data: 𝑆 = 𝑥𝑖,𝑦𝑖 𝑛

𝑖=1 Just this?



Deep learning remains a “black” technology

https://www.ibm.com/cloud/learn/neural-networks

AlphaGo,
AlphaFold,
ChatGPT,

SORA,
⋯



Which are black technologies?
Synthetic diamond
Atomic bomb
The Apollo Program
ChatGPT
Quantum computer
0.1 light-speed spaceship



Bitter lesson for deep learning
theory



The Bitter Lesson for AI research

“The biggest lesson that can be read from 70 years of AI research is that general
methods that leverage computation are ultimately the most effective, and by a
large margin.”

http://www.incompleteideas.net/IncIdeas/BitterLesson.htm
l

Leverage computation (learning) instead of human knowledge



https://beamandrew.github.io/deeplearning/2017/02/23/deep_learning_101_part1.html

Timeline of neural network development

spring spring springwinter winter



Timeline of deep learning theory
1969 book of Perceptrons (lead to the first winter)
1986 Backpropagation (emergence of modern deep learning)
1989 Universal approximation theorem
1995 Generalization puzzle proposed (not well solved till now)

The Vapnik-Jackel Bet (witnessed by Yann Lecun)
2017 Generalization puzzle demonstrated in SOTA settings
2018 Neural Tangent Kernel (lead to a surge in DL theory research)

Frequency principle/Spectral bias

Despite 40 years of effort, framework for its math foundation yet to emerge



The bet on deep learning theory

From Lecun’s talk



Black box



Donoho’s PPT, Stats 385 Stanford

Theory of deep learning?



Donoho’s PPT, Stats 385 Stanford

Deep learning as a magic mirror



Is there a bitter lesson we can learn？
A (personal) bitter lesson:
All previously existing frameworks, irrespective of their origin or
demonstrated success, are ineffective for understanding deep learning.

Existing frameworks:
statistical learning theory, numerical analysis, statistical physics,
statistics, optimization, neuroscience, psychology, …



Existing frameworks often mislead

https://www.sloww.co/blind-men-elephant/

In face of deep learning, all of us are blind men.



A phenomenological methodology for blind men
1. Suspension: Suspend the prior

and belief one may hold and focus
on the facts about the object.

2. Cumulation: Discover and
cumulate all possible facts about
the object. Prioritize the more
informative ones.

3. Emergence: A new framework
shall emerge once enough pieces
are uncovered.

https://www.sloww.co/blind-men-elephant/



Our phenomenological methodology--illustration

Suspension Cumulation Emergence



Phenomenon as a key family of facts to uncover
Frequency principle/spectral bias
Condensation
Double descent
Edge of stability
Lottery ticket
Neural collapse
Grokking
……



Basics of deep learning theory



One neuron and its behavior
Single artificial neuron:

𝑓𝜽(𝒙) = 𝜎(𝒘T𝒙 + 𝑏)

Parameters (weights): 𝜽 = (𝒘,𝒃), activation function: 𝜎 ⋅ :ℝ →ℝ

Illustration:

X



DNNs
Deep neural networks:

https://www.ibm.com/cloud/learn/neural-networks



Neural networks with a single hidden layer can be used toapproximate any continuous function to any desired precision.
Requirement for transfer function:
𝜎(𝑧) is well-defined as 𝑧 → −∞ and 𝑧 →∞

Ref: http://neuralnetworksanddeeplearning.com/chap4.html

Cybenko 89, Hornik 89, Hornik 91, Barron 93

Sketch of a constructive proof:
1. Construct Heaviside function from the given transfer function
2. Construct “bump” function (1-d) or “tower” function (2-d)
3. Approximate the target continuous function with “bump” or
“tower” functions

𝒇(𝒙)−
𝒋
𝒌𝒋𝝈 𝒘𝒊𝒋𝒙𝒊 + 𝒃𝒋 < 𝝐

Universal Approximation Theorem



Illustration of constructive proof (three layer)



No Free Lunch Theorem (Wolpert and Macready)

https://en.wikipedia.org/wiki/No_free_lunch_theorem

How to infer the
missing spot?



Aspects and problems in deep learning theory
Generalization
Optimization
Approximation
Robustness
Interpretability
…



Optimization
Phenomenon
Despite strongly nonconvex loss landscape, gradient-based
training of large DNNs often find global minima.

Problem
What is the geometry of loss landscape?

✘



Approximation
Phenomenon
Some architectures are more parameter efficient than others
regarding particular class of tasks.
Ex:CNN vs. FNN for image, Transformer vs. LSTM for language

Problem
How to quantify the difference in parameter efficiency between
architectures?



Robustness
Phenomenon
Output of well-trained DNNs are often susceptible to tiny
adversarial perturbation.

Problem
Why is that? How to improve robustness?

Goodfellow et al.



Interpretability
Phenomenon
One can hardly obtain an explanation with prediction power.

Problem
When is it possible to obtain explanations with prediction
power?

+ =



Generalization puzzle of deep learning



Learning systems with increasingly large size

Suzana Herculano-Houzel, 2009



Mayer et al., 2010

Weirdness of “bigger is better”

"With four parameters you can fit an elephant to a curve;
with five you can make him wiggle his trunk.”

-- John von Neumann

Complex models easily overfit.



Generalization Gap

Large complexity Large generalization
gap

Occam Razor: Entities should not be multiplied unnecessarily

Failure of traditial wisdom



Mystery: overparameterized NN often generalize well

1995



Modern verification of generalization mystery

Cifar10: 60,000 training data

Zhang et al., 2017

Cifar10: 60,000 training data



Find an interpolation of 𝒟: (𝑥𝑖,𝑦𝑖)
𝑛
𝑖=1 in ℋ:{ℎ ⋅ ;Θ |Θ∈ℝ𝑚}

Example:
ℎ 𝑥;Θ = 𝜃1 + 𝜃2𝑥 +⋯+ 𝜃𝑀𝑥𝑚−1 with 𝑚 = 𝑛

Traditional wisdom: 𝑚 < 𝑛.

Lei Wu, Zhanxing Zhu, Weinan E, 2017

Modern wisdom?
Using neural network with 𝑚 ≫ 𝑛.

Generalization mystery in 1-d interpolation



Thanks！


